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Abstract

We consider the face recognition task where facial im-
ages of the same identity (person) is expected to be closer
in the representation space, while different identities be
far apart. Several recent studies encourage the intra-class
compactness by developing loss functions that penalize the
variance of representations of the same identity. In this pa-
per, we propose the ‘exclusive regularization’ that focuses
on the other aspect of discriminability – the inter-class sep-
arability, which is neglected in many recent approaches.
The proposed method, named RegularFace, explicitly dis-
tances identities by penalizing the angle between an iden-
tity and its nearest neighbor, resulting in discriminative face
representations. Our method has intuitive geometric inter-
pretation and presents unique benefits that are absent in
previous works. Quantitative comparisons against prior
methods on several open benchmarks demonstrate the su-
periority of our method. In addition, our method is easy to
implement and requires only a few lines of python code on
modern deep learning frameworks.

1. Introduction

Face recognition is one of the most widely studied top-
ics in computer vision, and recently significant improve-
ment has been made with the convolutional neural networks
(CNNs) becoming the workhorse. In general, there are two
sub-tasks in face recognition: 1) face identification that at-
tributes a given facial image to a known identity, and 2) face
verification that determines whether a pair of facial images
belongs to the same identity. There are also two testing
protocols for face recognition: the open-set protocol and
closed-set protocol. In the open-set circumstance, testing
identities may not exist in the training set; while in close-set
setting, training images and testing images are drawn from
the same identities. The open-set face recognition is more
challenging and closer to real-world applications because
it’s infeasible to collect all identity faces for training.

∗M.M. Cheng is the corresponding author.

It is widely accepted that learning discriminative feature
representation is the key to accurate open-set face recogni-
tion [3, 21, 28, 14]. The Intra-class compactness and inter-
class separability are two important factors to feature dis-
criminability: representations belonging to the same iden-
tity are expected to be closer in the representation space;
while representations of different identities are expected to
be scattered away. Many recent works insist on designing
novel loss functions to improve the intra-class compactness
of deep features. Center loss [28] improves the intra-class
compactness by imposing extra loss term that penalizes the
Euclidean distance between samples and their representa-
tion centers. Then in SphereFace, Liu et al. proposed the
A-Softmax loss [14] that imposes an angular margin to con-
centrate the samples in a sphere manifold. Here ‘softmax
loss’ represents softmax normalization followed by cross
entropy loss. Similar to SphereFace, CosFace [27] and
ArcFace [4] also impose angular margins to the decision
boundaries of original softmax loss, leading to further per-
formance improvement. These methods focus on the intra-
class compactness by clamping representations of the same
identity, either in the Euclidean space (center loss) or in the
sphere space (SphereFace, CosFace, ArcFace).

In this paper we consider the other side of discriminabil-
ity: inter-class separability. Apart from intra-class compact-
ness that shortens the distance between representations of
the same identity, the inter-class separability, on the other
side, aims at distancing samples of different identity classes.
Specifically, we impose a regularization term, named ex-
clusive regularization, to parameters of the classification
layer. The regularization term explicitly enlarges the an-
gle between parametric vectors of different identity classes,
leading to ‘exclusive’ classification vectors. Consequently,
these regularized classification vectors will, in turn, scat-
ter the samples of different identities in the representation
space. Our contributions are concluded as follows:

• First, we propose to quantitatively evaluate the inter-
class separability with angular distance between iden-
tity centers.
• Second, we present a novel exclusive regularization

term which explicitly enlarges the angular distance be-

1



tween different identities. To the best of our knowl-
edge, we are the first to enhance feature discrimination
by promoting inter-class separability for face recogni-
tion.
• Third, our method is orthogonal with, and therefore,

can be seamlessly plugged into, existing approaches to
improving the performance with less effort.
• And last, we test the proposed method on LFW [3],

YouTube face (YTF) [29] and MegaFace challege[10],
achieving promising performance.

2. Related Work
There has been a significant improvement in face recog-

nition due to the use of CNNs [5, 26, 20, 24, 15]. Based
on the loss function in use, there are two major types of
approaches: softmax-free methods and softmax loss based
methods.

Softmax-free Methods. In softmax-free methods, face
pairs are fed to the model to train feature embedding with
pairwise annotations (e.g. whether a pair of facial images
come from the same identity). Since the identity label is
invisible during training, the model cannot utilize classifi-
cation losses, e.g. the softmax-loss, as supervision. Chopra
et al. proposed Siamese networks [3] with the contrastive
loss to learn contrastive representations. In Siamese net-
works, two facial images are successively fed into two iden-
tical networks to obtain their respective embeddings, and
the contrastive loss penalizes the distance between two em-
beddings when the input images are paired. Hu et al. [7] de-
signed a discriminative deep metric with a margin between
positive and negative face pairs. Florian et al. proposed
the Triplet loss[5] which accepts three images as input at
once, two of which are paired (the anchor and the positive)
and the other is an outlier (the negative). The Triplet loss
minimizes the embedding distance between paired images,
and meanwhile, maximizes the distance between the nega-
tive sample and others. Note that both contrastive loss and
triplet loss require a carefully designed pair selection and
procedure [5, 17].

Softmax-based Methods. Softmax-based methods usu-
ally accept identity labels as supervision. Therefore, classi-
fication losses, typically the softmax-loss (or its invariants),
can be used as supervision. [24] adds extra loss terms by
adding fully connected layers and loss functions to each
convolutional layer, consequently enhancing the supervi-
sion. Very recently, Wen et al. [28] proposed the center-
loss that penalizes the Euclidean distance between embed-
dings and their corresponding centers. The model is then
jointly supervised by center-loss and the softmax-loss, to
emphasize the intra-class compactness in the embedding
manifold. SphereFace [14] introduced another variant of
softmax-loss, the angular margin softmax loss (A-softmax
loss) that brings an angular margin to the decision bound-

ary of original softmax-loss. Specifically, SphereFace uses
a multiplier to impose multiplicative margin to the original
decision boundaries. Another study ArcFace [4] used an
additive angular margin, leading to further performance im-
provement. Similar idea is also presented in CosFace [27]
which narrows the decision margin in the cosine manifold.

There are also many researchers trying to combine the
philosophy of the aforementioned two kinds of methods.
For example, [23] proposed to jointly supervise the deep
model with identification signal (softmax loss) and verifica-
tion signal (triplet loss).

3. Observation and Motivation
Our method is mainly inspired by the recent work of

center-loss [28] and SphereFace [14]. We start by analysing
[14, 28], and then illustrate how we are motivated to pro-
pose the exclusive regularization.

3.1. Softmax Loss and Variants

Center-Loss. It penalizes the Euclidean distance between
feature embeddings and their corresponding centers, with
the purpose of imposing intra-class compactness in the rep-
resentation space. The center penalty is defined as

Lcenter =
1

2

∑N
i=1 ‖xi − cyi‖

2
2 , (1)

where xi ∈ RK is the feature embedding of sample i, cyi is
the embedding center of samples whose identity label is yi
(yi ∈ {1, ..., C}). The embedding centers of each identity
are iteratively updated during training.

Softmax Loss & Angular Softmax Loss. We start from
the original softmax loss and then introduce its angular in-
variants. Given embedding vector xi, the posterior of xi
belonging to identity c is:

pc(xi) =
eW

T
c xi+bc∑C

j=1 e
WT

j xi+bj
, (2)

where W is a K × C matrix that maps x to posterior prob-
abilities, and b is the bias term. K and C are dimension of
feature embeddings and number of identities, respectively.
Obviously we have

∑C
c=1 pc = 1. Given the identity label

yi, the softmax loss is

l(xi, yi) = −
∑C
c=1 1(yi = c) · log pc(xi). (3)

1(·) is an indicator function that values to 1 when the con-
dition is true, and otherwise values to 0. Then we zero the
bias and normalize each column ofW to deduce the angular
softmax loss, where the posterior is given by:

pc(xi) =
e‖xi‖ cos(φi,c)∑C
j=1 e

‖xi‖ cos(φi,j)
. (4)



(a) Softmax loss (b) Angular softmax loss (c) Center loss [28] (d) SphereFace [14] (e) RegularFace

decision boundary Angular decision boundary intra-class pull force Angular margin inter-class push force

Figure 1. Illustration of face embeddings trained under various loss functions, points in color indicate different identities. (a) Softmax loss
learns separable decision boundaries. (b) Angular softmax loss learns angularly separable decision boundaries. (c) Center loss [28] ‘pulls’
embeddings of the same identity towards their center, in order to obtain compact and discriminative representations. (d) SphereFace [14]
(A-Softmax loss) proposes the ‘angular margin’ to clamp representations within a narrow angle. (e) Our proposed RegularFace introduces
‘inter-class push force’ that explicitly ‘pushes’ representations of different identities far way.

In Eq.(4), φi,j is the angle between feature embedding xi
and weight vector Wj . The decision boundaries of angular
softmax-loss is shown in Fig. 1 (b). Obviously, minimizing
the softmax-loss is equivalent to minimizing φi,yi . There-
fore, weight vector Wj can be regarded as the cluster center
of all xi with yi = j.

A-Softmax Loss. SphereFace [14] introduces an angular
margin to the decision margin of angular softmax loss in
Eq.(4) so as to compress embeddings of the same identity
class in the hypersphere space (Fig. 1 (d)). Novelly, the
posterior pc is defined as:

pc(xi) =
e‖xi‖ cos(m·φi,yi

)

e‖xi‖ cos(m·φi,yi
) +

∑
j 6=yi e

‖xi‖ cos(φi,j)
, (5)

where m ∈ Z+ = {1, 2, ...} is a factor used to control
the margin. When m = 1, Eq.(5) reduces to Eq.(4). As
depicted in Fig. 1 (d), A-Softmax loss can learn angularly
compact intra-class representations in the sphere manifold.

3.2. Inter-class Separability

Inter-class separability and intra-class compactness are
two key factors to discriminability. Many classic meth-
ods [5, 23] simultaneously take these two factors into con-
sideration. However, current softmax-based face recogni-
tion approaches such as center loss [28] and SphereFace
[14] care mainly about the intra-class compactness, either
in Euclidean manifold (center loss) or in sphere manifold
(SphereFace). The inter-class separability has not been paid
for special attention by recent softmax-based face recogni-
tion methods.

Many recent works [14, 28, 15, 27] first perform exper-
iments on a tiny dataset, say MNIST [13], to geometrically
demonstrate the discriminability of learned representations.
Usually, these demonstrative experiments restrict represen-
tations in a low dimension space (2D or 3D) to ease the visu-
alization. In the case that there are relatively redundant clus-
ters (identities) than representation dimensions, the clusters

tend to stretch so as to decrease the classification error. In
the demonstrative experiment of [28], the author trained a
model on the MNIST dataset with 2D representations. The
cluster centers of representations are nearly uniformly dis-
tributed and hold the maximal inter-cluster distances in a
2D plane (shown in Fig.3 of [28]).

Partially misguided by these demonstrative experiments,
we may mistakenly assume that the cluster centers (Wj)
are, at least to some extent, evenly distributed in the repre-
sentation space so that generally the cluster centers present
large inter-class separability. One notable fact is that we
commonly have more redundant dimensions relative to the
number of identities, to guarantee better performance. For
example, recent works [27, 14, 28] usually use 512 dimen-
sional representations and train the model with 10K iden-
tities. In this case, the cluster centers may not be so well
distributed.

We quantitatively evaluate the inter-class separability
based on the classification matrix W ∈ RK×C that maps
the representations to identity confidences. Wi is the i-th
column of W which represents the weight vector for the i-
th identity class. We measure the inter-class separability of
cluster centers by

Sepi = max
j 6=i

cos(ϕi,j)

= max
j 6=i

Wi ·Wj

‖Wi‖ · ‖Wj‖
,

(6)

where ϕi,j is the angle between Wi and Wj . Ideally the
cluster centers are expected to be uniformly distributed and
be as far away (small cos value) from others as possible. In
other words mean(Sep) and std(Sep) are expected to be
as small as possible. Quantitative comparisons of models
trained with different loss functions are listed in Tab.1. All
the models are trained on the CASIA-WebFace dataset with
ResNet20 as the backbone architecture.



Methods mean(Sep) std(Sep)
Softmax Loss 0.286 0.0409
Center Loss[28] 0.170 0.134
SphereFace[14] 0.170 0.013
Random 0.16992 0.027

Table 1. Inter-class separability of different models. ‘Random‘
means the model parameters are draw from a uniform distribution.

3.3. Motivation of Exclusive Regularization

The statistics in Tab. 1 reveals that the cluster centers in
existing methods are not so well distributed. Therefore, we
may potentially improve feature discrimination by enhanc-
ing the inter-class separability.

Inspired by the idea that ‘cluster centers of different iden-
tities should stand far apart’, we propose the ‘exclusive
regularization’ to explicitly force the cluster centers Wj to
move away from each other during training. Consequently,
the regularization term will result in angularly separated
weight vectors and separated representations as well.

As pointed out in Eq.(4), minimizing the angular soft-
max loss is equivalent to minimizing the angle between rep-
resentations and corresponding cluster center Wj . There-
fore, angularly separated weight vectorsWj will in turn pull
representations of different identities apart from each other,
making the representations more discriminative by enlarg-
ing their ‘inter-class separability’, as illustrated in Fig. 1 (e).

4. Exclusive Regularization
4.1. Formulation of Exclusive Regularization

Let Gθ(·) be the all layers of the model except FC2, pa-
rameterized by θ. Matrix W ∈ RK×C denotes the param-
eter of FC2 (FC2 in Fig. 2) which maps representations to
identity predictions. Given input image Ii, we obtain its
feature representation xi through

xi = Gθ(Ii). (7)

According to Eq.(4), the angular softmax loss is:

Ls(θ,W ) =
1

N

N∑
i=1

− log
e‖xi‖2 cos(φi,yi

)∑
j e
‖xi‖2 cos(φi,j)

, (8)

where yi is the identity label, and φi,yi is the angle between
feature embedding xi and classification vector Wyi .

As aforementioned, the parameterWj for identity class j
can be regarded as the cluster center of all xi with yi = j. In
the purpose of enlarging the angular distance between sam-
ples of different identities, we indirectly introduce the ex-
clusive regularization that enlarges the angle between clus-
ter center of identities. Following Eq.(6), the regularization
term is defined as:

Lr(W ) =
1

C

∑
i

max
j 6=i

Wi ·Wj

‖Wi‖ · ‖Wj‖
. (9)

We jointly supervise the model with angular softmax loss
and exclusive regularization, the overall loss function is

L(θ,W ) = Ls(θ,W ) + λLr(W ), (10)

where λ is a balance factor between the two terms. Note
that the angular softmax loss Ls can be replaced by other
advanced loss functions, e.g. A-Softmax loss[14] or center-
loss[28], to perform joint optimization.

As discussed in Sec. 3.2, the angular softmax loss will
pull sample representations xi towards their cluster center
Wyi . Meanwhile, the exclusive regularization term will
push different cluster centers Wj and Wi (i 6= j) apart.
Consequently, with the joint supervision of the inter-class
push force and the intra-class pull force, the model will
learn a discriminative representation that puts special em-
phasis on the inter-class separability.

4.2. Optimize with Projected Gradient Descent

Optimizing loss function in Eq.(10) can be formulated
as:

(θ∗,W ∗) = argmin
(θ,W )

L(θ,W ). (11)

For θ we update it with the standard stochastic gradient de-
scent (SGD) method:

θt+1 = θt − α∂Ls(θ
t,W )

∂θt
, (12)

in which α is the learning rate.
As described in Sec. 3.1, W is normalized in a hyper-

sphere surface so as to derive the angle-based loss. The
standard SGD iteration will drive W out of the hypersphere
surface. Therefore, we use the projected gradient descent[1]
to update W :{

Ŵ (t+1) =W t − α ∂L
∂W t

W (t+1) = Normalize(Ŵ (t+1)).
(13)

The second step of Eq.(13) is called the ‘project step’ that
projects the updated parameters back to the nearest bound-
ary of constraints. Since W is constrained to the sphere
surface, we simply perform L2 normalization on columns
of W .
4.3. The Gradient of Exclusive Regularization

Let Wj be the j-th column of W , and it is constrained
by |Wj |22 = 1. The gradient of Lr w.r.t Wj is:

∂Lr(W )

∂Wj
=Wj′ +

∑
Wi∈C

Wi (14)
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Figure 2. The ResNet20 architecture. ‘conv3x3@X ’ represents a 3×3 convolutional layer that outputs X feature maps, and
⊕

represents
element-wise sum. W is a matrix that maps the facial representation to probabilities of input image belonging to identities.

where Wj′ is the nearest neighbor of Wj :

j′ = argmax
i∈{1,...,C},i6=j

Wj ·Wi.

C is the collection of columns whose nearest neighbor is
Wj :

∀Wi ∈ C, argmax
k∈{1,...,C},k 6=i

Wi ·Wk = j.

5. Experiments
5.1. Implementation Details

Here we give several details that are critical to reproduc-
ing the method and the performance.

Network Settings. A grown body of research on CNN ar-
chitecture designing [25, 6, 11] clearly reveals that deeper
networks consistently present better performance. In
SphereFace the author has tested 5 residual networks with
different depth: 4, 10, 20, 36 and 64. The performance con-
tinuously increases when the networks get deeper. How-
ever, deeper networks require more GPU memory and are
computationally costly, thus need more training time. For
the compromise between performance and time-efficiency,
we implement our proposed method based on the ResNet20
architecture, similar architecture is also used in[28, 4]. Our
network, as shown in Fig. 2, accepts 112×96 RGB image
as input. After 4 residual blocks which totally contain 20
convolutional layers, the shape of the output feature map is
7×6×512. Then the first fully connected layer (FC1) maps
the feature map to a 512D vector, which is used to calculate
similarity scores in the testing phase. During training, an-
other fully connected layer, FC2, is appended to the back of
FC1 in order to perform classification.

Training data. We use the publicly available CASIA-
WebFace[30] and VGGFace2 [2] datasets (after excluding
the images of identities appearing in testing sets) to train our
CNN models. CASIA-WebFace has 494,414 face images
belonging to 10,575 different identities and the VGGFace2

has 3.1 million images belonging to 8,631 identities. Some
example images of the two datasets can be found in Fig. 3.
As shown in Fig. 3, there are low-resolution and profile fa-
cial images in the WebFace dataset.

Preprocessing. Face alignment is a common preprocess-
ing operation for face recognition. Following these pre-
vious works [26, 22, 24, 28, 14], we perform face align-
ment that guarantees all the eyeballs stay at the same posi-
tion in the image. The facial landmarks are detected with
MTCNN [31] and images are cropped to 112x96 according
to detected landmarks. If there are multiple faces detected,
we keep the face that is nearest to the image center, and dis-
card all other faces. If there is no face detected, we delete
the image if it is a training sample and perform center crop
if it is a testing sample.

Evaluation Protocol. The performance of the proposed
method as well as other competitors is tested on three
commonly used face recognition benchmarks: LFW[9],
YTF[29] and the MegaFace challenge[10]. We extract the
512 dimensional deep features from the output of FC2
(Fig. 2). For all experiments, the final representation of a
testing face is obtained by combining its original face fea-
tures and its horizontally flipped features. Consequently, we
obtain a 1024 dimensional vector for each facial image. For
LFW and YTF datasets, we calculate the cosine distance of
the two features as the similarity score, and then perform
standard 10-fold cross-validation. The testing set is equally
divided into 10 folds. 9 of the 10 folds are used as validation
set to tune the best threshold and the accuracy is tested on
the other fold. For the MegaFace dataset, we use the official
evaluation tools[10].

Different Loss Formulas. As aforementioned in Sec. 4.1,
the softmax loss Ls in Eq.(10) can be replaced by other ad-
vanced loss functions, say, center loss[28] or angular mar-
gin softmax loss[14]. Therefore, it’s reasonable to combine
the proposed regularization term Lr with other other loss



VGGFace2 CASIA-WebFace
Figure 3. Example faces from VGGFace2[2] (left) and CASIA-WebFace[30] (right) datasets, where images of the same column belong
to the same identity. Facial images in both datasets present different expressions, lightness, and ages. In general, the image quality of
VGGFace2 dataset is better than that of WebFace, because there are more profile faces or low-resolution images in the WebFace dataset,
as depicted in the figure.
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(a) Softmax loss (b) Center Loss [28] (c) SphereFace [14] (d) RegularFace
Figure 4. Representations of 3 digits MNIST classification. (a) Softmax loss learns separable representations; (b) Center loss[28] enhances
intra-class compactness in the Euclidean space; (c) Sphereface[14] clamps intra-class representations in the sphere space; (d) Guided by
the proposed exclusive regularization, inter-class representations present a mutual exclusive parttern, evidenced by large inter-class angles.

functions so as to learn both inter-class separable and intra-
class compact representations.

In the experiments, we compare three different loss func-
tion formulas: Softmax Loss + Lr (RegularFace + SM),
Softmax Loss + Center Loss + Lr (RegularFace + [28]),
Softmax Loss + angular margin + Lr (RegularFace + [14]).
The quantitative results on LFW, YTF datasets (Tab. 2) and
the MegaFace challenge (Tab. 3) reveal that the proposed
RegularFace method can consistently improves the perfor-
mance.

5.2. Demonstrative Experiment on MNIST

We conduct experiments on MNIST dataset to demon-
strate the geometric character of the proposed method. As
discussed in Sec. 3.2, in real face recognition systems

[15, 14, 8], the representation dimension is redundant com-
pared with number of identities. To make our case similar
to face recognition, we train LeNet[12] on a subset of the
MNIST [13] dataset containing only 3 digits, and constrain
the representations to a 2D space for the ease of visualiza-
tion. We train LeNet with three different loss funtions: cen-
ter loss[28], angular margin softmax loss[14] and softmax
with our proposed exclusive regularization. Then we visu-
alize the representations of all testing samples in Fig. 4.

As shown in Fig. 4 (a), the representations come into
separatable clusters when the model is trained by softmax
loss, and there are clear margins between representations
of different digit classes. By penalizing the Euclidean dis-
tance between representations and their class-specific cen-
ters, center loss forces representations of the same class to



get more close and compact (Fig. 4 (b)). Different from the
center loss that compresses representations in the Euclidean
manifold, angular margin softmax loss clamps representa-
tions of the same class in the hypersphere manifold by im-
posing an angular margin on the decision boundaries (Fig. 4
(c)).

Both center loss and angular margin softmax loss try to
improve model discriminability by emphasizing the intra-
class compactness. While on the other side, our pro-
posed exclusive regularization method enhances the dis-
criminability by enlarging the inter-class separability. As
shown in Fig. 4 (d), when the model is trained with exclu-
sive regularization, representations of different classes tend
to be angularly far away from each other.

Method Data LFW YTF
DeepFace [26] (3) 4M 97.35 91.4
FaceNet [22] 4M 99.65 95.1
DeepID2+ [24] 4M 98.70 -
DeepID2+ [24] (25) 4M 99.47 93.2
Center Loss [28] 0.7M 99.28 94.9
Softmax Loss (SM)

WebFace

97.88 90.1
Center Loss [28] 98.91 93.4
L-Softmax [15] 99.01 93.0
SphereFace [14] 99.26 94.1
RegularFace+SM 99.02 91.9
RegularFace+[28] 99.18 93.7
RegularFace+[14] 99.33 94.4
Softmax Loss (SM)

VGGFace2

98.55 93.4
Center Loss [28] 99.31 94.3
L-Softmax [15] 99.35 94.1
SphereFace [14] 99.50 95.9
RegularFace+SM 99.32 94.7
RegularFace+[28] 99.39 95.1
RegularFace+[14] 99.61 96.7

Table 2. Performance comparison on the LFW [9] dataset. (X )
means the method ensemble X models. RegularFace+[X] repre-
sents the joint supervision of exclusive regularization and the loss
function proposed in relevant paper.

5.3. Experiments on LFW and YTF

LFW dataset[9] includes 13,233 face images from 5749
different identities. YTF dataset [29] includes 3,424 videos
from 1,595 different individuals, with an average of 2.15
videos per person. The clip durations vary from 48 frames
to 6,070 frames, with an average length of 181.3 frames.
Both LFW and YTF contain faces with large variations in
pose, expression and illumination. We train Center loss,
SphereFace and our proposed RegularFace using the net-
work architecture in Fig. 2. The original and left-right
flipped faces are fed into the model and the respective out-
puts are concatenated as the final representation. The per-
formance on LFW and YTF datasets is evaluated under the

unrestricted with labeled outside data protocol [8].
As depicted in Tab. 2, with the help of exclusive regu-

larization, our proposed RegularFace method can signifi-
cantly improve the performance of original softmax loss.
The RegularFace+SM combination outperforms the orig-
inal softmax loss with a very clear margin. Furthermore,
when combined with other intra-class compactness oriented
methods, e.g. center loss [28] or SphereFace [14], the Reg-
ularFace+ [28] and RegularFace+ [14] methods achieve
the state-of-the-artaccuracy. This is mainly because mod-
els under joint supervision are able to learn both intra-class
compact and inter-class separable representations.

5.4. MegaFace Challenge1 on FaceScrub

The MegaFace challenge [10] is a relatively new dataset
which aims at benchmarking the performance of face
recognition approaches at million scale distractors. The
MegaFace dataset is divided into two subsets: (1) the
gallery set containing more than 1 million images from
690K identities, and (2) the probe set which is composed
of two existing datasets: Facescrub [18] and FGNet [19].
There are two evaluation protocols in MegaFace according
to the scale of training data (Small and Large). The training
set is considered as small when it contains less than 0.5M
images, otherwise it is considered as large.

We test our method under both small and large protocols
on the facescrub probe set. Our method consistently im-
proves the performance of the original softmax loss, center
loss and SphereFace. The results are given in Tab. 3.

Method Protocol Rank1 Acc Ver.
Softmax loss (SM)

Small

52.86 65.93
L-Softmax [15] 67.13 80.42
Center Loss [28] 65.23 76.52
SphereFace [14] 69.62 83.16
RegularFace+SM 65.91 78.21
RegularFace+[28] 68.37 81.25
RegularFace+[14] 70.23 84.07
Softmax loss(SM)

Large

61.72 70.52
Center Loss [28] 70.29 87.01
SphereFace [14] 74.82 89.01
RegularFace+SM 72.91 88.37
RegularFace+[28] 73.27 89.14
RegularFace+[14] 75.61 91.13

Table 3. Verification and identification performance (%) on
MegaFace[10] challenge 1. Rank-1 Acc means the rank 1 iden-
tification accuracy and Ver means the verification TAR at 10−6

FAR. All the methods are based on the ResNet20 architecture for
fair comparison. We train models on the WebFace[30] dataset for
Small protocol, and VGGFace2[2] dataset for Large protocol.
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Figure 6. LFW[9] accuracy (left) and converged exclusive loss
(right) under different λ.

5.5. Parameter Discussions

The only hyper-parameter our method brings is the
weight factor λ in Eq.(10). Given larger λ, the exclusive
regularization plays more important role in training. If λ is
small, however, the softmax loss will dominate the learning
procedure. We train the proposed method with different λ,
and record the accuracy on LFW as well as the converged
exclusive term.

When λ = 0, the loss described in Eq.(10) reduces to
angular softmax loss (Fig. 1 (b) and Eq.(4)). As shown in
Fig. 6 (a), with λ getting larger, the performance on LFW
rapidly increases and achieves the peak performance at λ =
6. However, the converged exclusive loss Lr continuously
decreases with the increasing of λ (Fig. 6 (a)). When λ =
12, Lr reaches 0.0610, nearly equals the optimal value in
Tab. 1.

5.6. The Annealing Strategy

To further study the interaction between softmax loss and
exclusive loss, we record the training losses during the train-
ing process. Results are shown in Fig. 5. In Fig. 5 (a) model
is supervised only by the softmax loss (λ = 0), and in Fig. 5
(b) λ = 1.

Interestingly, we find that the softmax loss and exclusive
loss may ‘fight’ with each other at the very beginning of

training, as evidenced by the unstable vibration of exclusive
loss shown in Fig. 5 (b). It quickly decreases to a local
minimum at the very beginning, and then rebounds to a high
level. After that, the exclusive loss stably goes down until
convergence.

To stabilize the training procedure and make the losses
decrease smoothly, we utilize the annealing strategy which
is also referred in [16, 14] to balance two conflict loss terms
at the beginning of training. The annealing strategy is a kind
of ‘warm up’ that gradually fortifies the weight of exclusive
regularization at starting epochs of training.

Suppose λ is the weight of exclusive regularization, t is
time step (epoch), and N is the number of epochs for an-
nealing. The effective exclusive weight λ∗ warms up lin-
early:

λ∗(t) =

{
t
N · λ, t <= N

λ, otherwise.
(15)

6. Conclusion
In this paper, we propose the ‘exclusive regularization’

that explicitly enlarges inter-class distance for discrimina-
tive face recognition. Different from existing methods that
focus on the intra-class compactness, the proposed regu-
larization term penalizes the angular distance between dif-
ferent cluster centers, leading to large inter-class margins.
Comprehensive comparisons on several large open face
benchmarks show that the proposed method can consis-
tently improve the performance of the existing methods and
outperforms state-of-the-arts, demonstrating the superiority
of our algorithm.
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